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We study the long-term effect of a changing energy return on investment (EROI) of oil on non-fuel commodity prices. Compared to economic growth, interest rates and uncertainty, the EROI of oil is the main driver of commodity price variations since 1938. A change in the EROI of oil accounts for up to 30% of the variation in commodity prices. We show that over the past 100 years, periods of low EROI have been correlated with higher commodity prices and vice versa. Commodity prices thus depend on the amount of surplus energy available for society. As renewables show substantially lower EROI values than fossil fuels used decades ago, the energy transition poses major challenges not only to our society but also to resource-intensive companies. The adoption of new business practices like the circular economy fosters the development of strategies increasing the EROI and reducing the large demand for external sources of energy and raw materials.

1 Introduction

Everything that happens in the world uses energy of one kind or another. Historically, the pre-agrarian hunter-gather era was characterized by an approximate energy balance where the energy each person derived from his food was almost the same which he expanded in finding that food. When humans started domesticating plants and animals more than 10,000 years ago, the agriculture revolution led to a liberation of surplus energy and the development of early societies. During that era, investment began when the energy surplus was deployed into the creation of capital goods instead of immediate consumption letting evolve simple shipping and trading industries (Morgan, 2013). The exploitation of fossil fuels during the industrial revolution vastly multipli-
2005 and 2008 and the subsequent market collapse, causes serious concerns among economists as to whether today’s energy prices may be sufficient to guide decisions about the energy future (Hall et al. 2009). As proposed in Hall et al. (2009), the analysis of EROI values might provide an alternative view for assessing advantages and disadvantages of various energy sources. Hence, considerations of EROI values provide valuable information on future, fundamental market developments which market prices could not account for, cf. Hall et al. (2009) and Hamilton (2012).

Like all forms of economic output, also the extraction and processing of raw commodities largely depends on the amount of surplus energy available to the system. Hence, in our paper we estimate the effect of the decreasing EROI of oil on long-term commodity price developments between 1900 and 2014. Relying on the price-based EROI of Court & Fizaine (2017), we extend existing literature on long-term commodity assessments like Byrne et al. (2013) to gain a better understanding of long-run movements in commodity prices.

To the best of our knowledge, we are the first who examine the long-run effect of declining EROI of oil on an index of non-energy commodity prices. We find evidence that commodity prices depend on the amount of surplus energy available to economies. Since 1938, we show that EROI is the most influential variable and explains up to 30% of commodity price fluctuations (Chapter 4). The lower the EROI, the higher are commodity prices. During times of weak economic growth, the EROI effect on commodity prices is stronger than in times of strong economic growth. We thus conclude that simultaneously considering GDP growth rates and EROI values of most important energy sources helps to estimate fundamental effects the change in main energy sources might have on commodity price developments.

In the remainder of this paper, we continue with a literature review, followed by an overview of the data used in the model and the de-

---

**Energy Return On Investment (EROI):**

\[
\text{EROI} = \frac{\text{energy produced}}{\text{energy invested}}
\]

As a dimensionless quantity, EROI reflects the energy density and ease of access of the corresponding source of energy (Buchanan, 2019). A large/small EROI indicates that the energy from that source is easy/difficult to get. For an EROI equal to 1, there is no energy return on the energy invested. The investment would be wasted.

Since the middle of the last century the extraction of fossil fuels is getting more complex and an increasing proportion of the energy output is diverted to producing that energy (Lambert et al. 2012). Accordingly, global EROI figures for our most important fuels (except coal) have been declining for some time. Global oil and gas production went from ratios of over 80 or 90:1 in the 1930s to 35:1 in the 1990s and 18:1 in the 2000s (Lambert, et al., 2013). Especially tar sands in Canada show small EROI values of maximum 11:1 (Lambert, et al., 2013). This trend is not likely to reverse as renewables and other non-renewables show substantially lower EROI values than fossil fuels used decades ago (Buchanan, 2019). Nuclear power has EROI values of around 5:1 to 15:1, averaged over the entire fuel cycle (Lenzen, 2018), Lambert, et al., (2013)), wind power shows values of around 18:1 (Lambert, et al., 2013)) and hydropower can have a very high EROI for some installations, but can also be quite low. In a meta-analysis of 232 references Bhandari, et al. (2015) show that EROI values for mono- and poly-crystalline silicon PV modules vary between 6 and 16:1. Other renewables like US corn ethanol are estimated to have an EROI of less than 2:1 (Lambert, et al., 2013). However, the consequences of the energy transition to a more sustainable future and lower EROI values on economic conditions and especially on commodity price developments are unclear (Court & Fizaine 2017).

Furthermore, the oil price boom between 2005 and 2008 and the subsequent market collapse, causes serious concerns among economists as to whether today’s energy prices may be sufficient to guide decisions about the energy future (Hall et al. 2009). As proposed in Hall et al. (2009), the analysis of EROI values might provide an alternative view for assessing advantages and disadvantages of various energy sources. Hence, considerations of EROI values provide valuable information on future, fundamental market developments which market prices could not account for, cf. Hall et al. (2009) and Hamilton (2012).
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termination of the EROI of oil. The penultimate section determines the driving factors of commodity price developments in a structural VAR approach and highlights most important learnings of our approach while the final section concludes.

2 Literature review

Historically, commodity prices are driven by various factors and determined by long-term trends, long cycles, and short-run fluctuations (Arezki et al. 2014). A large body of literature has been developed based on the Prebisch (1950) and Singer (1950) (PS) thesis focusing on long-run commodity price trends. Authors argue that over the long run, prices of primary commodities exhibit declining trends relative to prices of manufactured goods. These findings could be explained by low-income elasticities of demand for commodities or technological and productivity differentials between industrial and non-industrial countries (Harvey et al. 2017). An excellent overview of most important papers in the field of trend analysis of long-run commodity price series is given in Baffes & Etienne (2016).

Analyzing long cycles, the literature finds strong empirical evidence that global economic growth is one of the key drivers of commodity demand (Bruno et al. 2016). Barksy & Killian (2001) show that commodity prices are influenced by macroeconomic conditions. Especially in the early 1970s, they argue that industrial commodity price increases were consistent with an economic boom driven by monetary expansion. Similarly, Carter et al. (2011) focus on two major commodity booms and busts episodes in 1974 and 2008. As the primary reason behind this development they find contemporaneous supply and demand shocks coinciding with low inventory levels and macroeconomic shocks. Jeffrey A. Frankel (2006) examines connections between monetary policy, agriculture and mineral commodities and claims that low real interest rates lead to high real commodity prices. Based on a structural VAR model, Akram (2009) confirms that commodity prices significantly increase in response to reductions in real interest rates and a weaker US dollar. Lombardi et al. (2012) find exchange rates and economic activity to be important drivers for individual non-energy commodity prices between the 1970s and 2008.

Apart from the aforementioned key drivers of commodity prices another branch of literature focuses on the relation between energy and non-energy commodities. Between 1960 and 2005 Baffes (2007) examines the effect of crude oil prices on the prices of 35 internationally traded primary commodities. Baffes (2007) argues that oil prices affect the supply side of commodities due to fertilizer prices, transportation, or any kind of energy intensive production. Additionally, Baffes & Etienne (2016) and Baffes & Haniotis (2016) find a strong pass-through of crude oil price changes to an overall non-energy commodity index. The latter also show that real income negatively affects real agriculture prices in the long run, whereas energy costs, monetary conditions and inventories are rather short-term prices drivers. Similarly, Nazlioglu et al. (2013) suggest dynamic interrelationships between energy and agriculture markets. In contrast, Alghalith (2010) and Chang & Su (2010), and Lombardi et al. (2012) do not find direct price relations between fuel and agriculture commodity prices.

We extend the current literature by adopting the concept of energy return on investment (EROI) and its implications on commodity prices. As economic systems heavily rely on available energy, Stern (2011) assumes that when energy is scarce it might impose strong constraints on economic growth. In addition, as energy is a key input variable for the extraction and production of raw commodities, it is of great interest how changing energy availability affects the supply side of commodity prices. The economic literature on the concept of EROI and its implications for economic growth has emerged in recent years only. For a good review
Data description and the measurement of EROI

We rely on the widely used Grilli & Yang (1988) commodity price index (GYCPI) to assess long-term effects of decreasing surplus energy on commodity prices. For the period 1900 to 1986 the trade-weighted index is composed of 24 primary non-fuel commodity prices deflated by the manufacturing unit value index (MUV). The MUV is one of the most frequently used deflator in the literature and is determined as a trade-weighted index of exports of manufactured commodities from France, Germany, Japan, United Kingdom, and United States to developing countries (Pfaffenzeller et al. 2007). We have updated the GYCPI based on commodity price series suggested in Pfaffenzeller et al. (2007) to 2014. Descriptive statistics of the individual commodity return series are shown in Table 1 and the detailed summary of commodities used in our study can be found in Table A1.

Figure 1 shows the GYCPI and the GYCPI relative to the MUV index. The GYCPI shows an upward trend over time whereas real commodity prices decline (GYCPI relative to MUV) until the beginning of the 2000s. Both indices exhibit sideways movements between the 1950’s and the 1960’s and show a commodity price boom during the 1970’s. Since the early 2000’s we see...
Table 1: Descriptive statistics of commodity price returns and weightings in the GYCPI between 1900 and 2014 (source: Percentage data on annual commodity prices and weightings are based on Pfaffenzeller et al., 2007 and Grilli and Yang, 1988).

<table>
<thead>
<tr>
<th>Components</th>
<th>Weight</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Maximum</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bananas</td>
<td>0.9</td>
<td>2.8</td>
<td>9.7</td>
<td>33.6</td>
<td>-34.4</td>
</tr>
<tr>
<td>Beef</td>
<td>5.1</td>
<td>4.0</td>
<td>21.4</td>
<td>82.6</td>
<td>-60.1</td>
</tr>
<tr>
<td>Cocoa</td>
<td>2.7</td>
<td>2.0</td>
<td>26.1</td>
<td>111.0</td>
<td>-60.9</td>
</tr>
<tr>
<td>Coffee</td>
<td>10.3</td>
<td>2.7</td>
<td>25.3</td>
<td>78.8</td>
<td>-60.8</td>
</tr>
<tr>
<td>Lamb</td>
<td>0.9</td>
<td>4.3</td>
<td>22.7</td>
<td>83.1</td>
<td>-64.6</td>
</tr>
<tr>
<td>Maize</td>
<td>6.8</td>
<td>2.1</td>
<td>23.5</td>
<td>70.5</td>
<td>-92.2</td>
</tr>
<tr>
<td>Palm oil</td>
<td>8.3</td>
<td>1.9</td>
<td>24.2</td>
<td>72.7</td>
<td>-69.5</td>
</tr>
<tr>
<td>Rice</td>
<td>3.0</td>
<td>1.6</td>
<td>19.5</td>
<td>86.7</td>
<td>-57.8</td>
</tr>
<tr>
<td>Sugar</td>
<td>7.3</td>
<td>1.6</td>
<td>35.4</td>
<td>113.5</td>
<td>-134.9</td>
</tr>
<tr>
<td>Tea</td>
<td>1.6</td>
<td>1.9</td>
<td>16.2</td>
<td>55.9</td>
<td>-55.8</td>
</tr>
<tr>
<td>Wheat</td>
<td>8.1</td>
<td>2.3</td>
<td>19.6</td>
<td>72.5</td>
<td>-51.1</td>
</tr>
<tr>
<td>Cotton</td>
<td>4.3</td>
<td>1.6</td>
<td>18.9</td>
<td>50.2</td>
<td>-55.0</td>
</tr>
<tr>
<td>Hides</td>
<td>2.3</td>
<td>2.1</td>
<td>26.0</td>
<td>71.5</td>
<td>-100.5</td>
</tr>
<tr>
<td>Jute</td>
<td>0.2</td>
<td>2.5</td>
<td>23.4</td>
<td>60.3</td>
<td>-78.3</td>
</tr>
<tr>
<td>Rubber</td>
<td>2.8</td>
<td>0.5</td>
<td>29.7</td>
<td>102.3</td>
<td>-96.2</td>
</tr>
<tr>
<td>Timber</td>
<td>12.0</td>
<td>3.3</td>
<td>16.5</td>
<td>55.1</td>
<td>-46.8</td>
</tr>
<tr>
<td>Tobacco</td>
<td>2.9</td>
<td>3.5</td>
<td>12.5</td>
<td>50.7</td>
<td>-33.1</td>
</tr>
<tr>
<td>Wool</td>
<td>2.7</td>
<td>1.9</td>
<td>21.4</td>
<td>77.0</td>
<td>-63.2</td>
</tr>
<tr>
<td>Aluminium</td>
<td>5.1</td>
<td>0.9</td>
<td>16.2</td>
<td>60.6</td>
<td>-45.0</td>
</tr>
<tr>
<td>Copper</td>
<td>5.9</td>
<td>2.6</td>
<td>19.4</td>
<td>60.3</td>
<td>-46.9</td>
</tr>
<tr>
<td>Lead</td>
<td>1.3</td>
<td>2.7</td>
<td>20.4</td>
<td>69.3</td>
<td>-56.1</td>
</tr>
<tr>
<td>Silver</td>
<td>1.7</td>
<td>3.0</td>
<td>21.2</td>
<td>72.0</td>
<td>-67.7</td>
</tr>
<tr>
<td>Tin</td>
<td>2.2</td>
<td>3.2</td>
<td>21.1</td>
<td>57.4</td>
<td>-58.0</td>
</tr>
<tr>
<td>Zinc</td>
<td>1.6</td>
<td>2.8</td>
<td>21.6</td>
<td>94.7</td>
<td>-54.8</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>2.4</strong></td>
<td><strong>21.3</strong></td>
<td><strong>72.6</strong></td>
<td><strong>-64.3</strong></td>
<td></td>
</tr>
</tbody>
</table>
an increasing trend corresponding to the second global boom in commodity markets, cf. Carter et al. (2011). In the following analysis we rely on the GYCP relative to MUV. Which factors drive commodity prices?

Empirical evidence suggests that commodity prices are influenced by macroeconomic conditions, geopolitical uncertainty, and monetary policy (Barsky & Kilian (2001), Jeffrey A. Frankel (2006), Bruno et al. (2016)). First, to approximate global uncertainty, we rely on stock market risk calculated as annualized standard deviations of daily Dow Jones index data (Williamson (2017a)). For a similar approach see Byrne et al. (2013) and references therein.

Second, to estimate how monetary policy affects commodity prices we rely on real US interest rates. As a proxy variable we use short-term interest rates from Officer (2017). Until 1930 they consist of ordinary funds rates from the Federal Reserve and from 1931 to present, they are in the form of 3-months US treasury bills. Intuitively, rising interest rates lead to an increase of investments in fixed income securities as they get more interesting than risky products like commodities. This reduces the demand for commodities and leads to falling commodity prices.

Third, most important drivers of long-term commodity price developments are supply and demand. As already noted in Bruno et al. (2016), there is overwhelming empirical evidence that global economic growth is a key driver of commodity demand (Alquist & Coibion (2014), Kilian (2009)). We use world GDP growth rates as approximation of global demand effects and obtain the data from Maddison (2013) and World Bank. Similar to Byrne et al. (2013), we estimate missing data for world GDP between 1900 and 1950 by linearly interpolating the GDP series of China, USA, India, 12 Western European countries, Latin America, Australia, New Zealand, Canada, and Japan. On the supply side, we focus on the importance of energy availability. The availability of energy is the most important input factor for non-fuel commodities due to fertilizer prices, transportation, or any kind of energy intensive production (Baffes 2007). Motivated by Hall et al. (2009) we rely on the EROI of oil to estimate how changing energy availability affects non-fuel commodity prices. Our analysis is particularly important as the EROI of conventional fossil fuels is decreasing and the EROI of most renewable and non-conventional energy alternatives is substantially lower than the EROI of conventional fossil fuels (Hall et al. 2014).

Determination of the EROI

The EROI of oil is measured as the energy output \( E_\text{out} \) divided by the energy input \( E_\text{in} \).

\[
\text{EROI}_\text{oil} = \frac{\text{energy produced}[E]}{\text{energy invested}[E]} = \frac{E_\text{out}}{E_\text{in}} \quad (1)
\]

The higher the EROI, the greater is the amount of surplus energy accessible to society (Hall et al. 2014). Until today, there is no single accepted procedure how to estimate EROI for different sources of energy. In order to estimate long-term EROI of oil we thus follow Court & Fizaine (2017) and King & Hall (2011) and use a price based methodology. The EROI based on Court & Fizaine (2017) represents the ratio of annual gross energy produced to annual energy invested.

The output or production boundary of the EROI is at the well-head and is estimated based on historical oil production data. The input side covers direct energy expenditures, indirect energy expenditures from physical capital investments, and direct energy embodied in what workers purchase with their payback. Hence, most important variables for the energy input side are oil prices, the global primary energy mix, monetary-return-on-investment (MROI) of the energy sector and energy intensity of capital expenditures in the primary fossil energy sector. The final estimation of the global EROI of oil is as follows:

\[
\text{EROI}_{\text{oil}} = \frac{\text{energy produced}[E]}{\text{energy invested}[E]} = \frac{E_\text{out}}{E_\text{in}} \quad (1)
\]

We do not consider storage costs explicitly as data is not available for the period considered in this paper. However, parts of these costs might be related to energy usage and thus partly covered in our EROI-factor.
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1. Energy $E_{in}$ invested in global oil system corresponds to the quantity of money $M_{in}$ invested in the sector multiplied by the average energy intensity $EI$ of capital and services installed and used.

2. For $M_{in}$ only few data exist. $M_{in}$ is estimated as the quantity of energy produced $E_{out}$ by the oil sector multiplied by a proxy for annual (not levelized) production costs of oil.

3. The production costs of oil are estimated as the unitary price $P$ of oil divided by the monetary-return-on-investment (MROI) of the oil sector. According to Court & Fizaine (2017) and Damodaran (2015), the US fossil energy sector’s MROI is roughly following US long-term interest rates with a 10% risk premium.

4. Further assumption: The energy intensity $EI$ is the same for all energy sectors and corresponds to the average energy intensity of the global economy. $EI$ is estimated as the sum of the entire energy output from coal, oil, gas, nuclear, and renewables divided by the gross world product $GWP$.

5. The global EROI for oil reads as follows$^2$:

$$\text{EROI} = \frac{E_{out}}{E_{in}} = \frac{E_{out}}{M_{in} \cdot EI} \cdot \frac{P}{\text{MROI}} \cdot \frac{E_{out}}{EI} \cdot \frac{\text{MROI}}{P} \cdot \frac{\text{MROI}}{GWP}$$

for $j \in \{\text{coal, oil, gas, nuclear, renewables}\}$

A description of the data sources used in our study is shown in Table A2. For a more detailed view on data and estimation procedure, the interested reader should have a look at Court & Fizaine (2017). Figure 2 shows the annual price-based global EROI of oil from 1900 to 2014 compared with the GYCPI deflated by MUV. It is clear to see, that both series develop in opposite directions. Periods of high EROI values coincide with periods of low real commodity prices and vice versa.

As resources become scarce or technology makes new sources available, the EROI of any energy source may change over time (Buchanan, 2019). Hence, the EROI of oil fluctuates greatly during the past 120 years. The period from 1900 to 1937 was characterized by intensive use of coal and traditional biomass energy. Oil production was only about to start growing but increased rapidly since the late 1930s. EROI levels for oil reached its all-time high in 1931.

During the period from 1938 to 1976 the production of oil surged. Coal and oil were used for the production and use of war machinery. After WWII, the importance of global manufacturing and transportation increased and oil became even more important (Hall et al. 2014). The EROI of oil reached its highest average level during this period and its second peak in 1970. US oil

---

$^2$ All US $ values are expressed in the international Geary-Khamis $1990.$

---

Figure 2 Price-based global EROI of oil (black) according to Court and Fizaine (2017) compared to GYCPI relative to MUV (grey) from 1900 to 2014 (source: own presentation).
production peaked in the same year. From this year on, OPEC oil has gained increasing importance for world supply. Hence, the EROI of oil decreased and oil prices rose subsequently reflecting the increased amount of energy needed to acquire this fuel, cf. Hall et al. (2014) and Hall & Klitgaard (2012).

In the beginning of the period from 1977 to 2014 the Iranian revolution (1978/79) and Iran-Iraq war (beginning of 1980) caused high oil prices and the oil price shock in 1979. Oil extractions which were uneconomic before became economic during this period, leading to lower EROI values, cf. Guilford et al. (2011) and Hall et al. (2014). The following years between mid-80s and early 90s can be described as a period of abundant oil and falling prices which resulted in less oil explorations. Since the oil price peak in 2008 the introduction of new drilling techniques again rapidly increased the oil production in the US. However, over the past two decades the EROI of oil is decreasing as also shown in Murphy & Hall (2011) and Tverberg (2012). In the following section we investigate to what extent the changing level of EROI affects an index of non-fuel commodity prices.

4 Model description and results

Based on yearly data for \( Y_t = (\Delta \text{EROI}_t, \text{Risk}_t, \Delta \text{GDP}_t, \text{IR}_t, \Delta \text{GYCPI}_t) \) we examine the effect of changing net energy availability on commodity prices within a structural VAR approach. Within this model, \( \text{EROI}_t \) is the log energy returned on investment for oil, \( \text{Risk}_t \) measures the risk of geopolitical and monetary uncertainty as annualized standard deviations of daily Dow Jones index data, \( \text{GDP}_t \) corresponds to log world GDP. Until 1930, \( \text{IR}_t \) are the real US interest rates based on ordinary funds rates from the Federal Reserve and from 1931 to present \( \text{IR}_t \) are 3-months treasury bills of the US. \( \text{GYCPI}_t \) is the log of the Grilli-Yang commodity price index deflated by MUV. To ensure stationary time series we apply the first-order difference operator \( \Delta \). We define the structural VAR approach with \( p \) lags as follows

\[
c_t Y_t = \sum_{i=1}^{p} C_i Y_{t-i} + \epsilon_t
\]

\( \epsilon_t \) is the vector of serially and mutually uncorrelated structural shocks and we determine the lag length \( p \) according to the Schwarz (1978) information criterion. The matrix \( C_0^{-1} \) given in Equation 3 has a recursive structure with reduced-form errors \( u_t \) which are obtained from

\[
u_t = C_0^{-1} \epsilon_t:
\]

As we rely on the orthogonalization of our VAR system based on a Cholesky decomposition of the reduced-form error’s covariance matrix, our structural system is contemporaneously recursive. The set-up of the variables is based on the following assumptions:

1. Economic growth and commodity prices are strongly driven by energy input. As the energy which is used in the extraction process is not available for generating economic output, lower EROI values can have strong influence on economic activity (Buchanan, 2019). Hence, a shock in the EROI of oil will not only have implications on GDP growth rates but also on commodity prices. In addition, changing EROI of oil might simultaneously affect global economic uncertainty and risk in financial markets due to changing energy prices.
2. Risk and uncertainty simultaneously affect economic growth, monetary policies and commodity prices as argued in Frankel (2006).
3. There is overwhelming empirical evidence that global economic growth is a key driver

\[A similar model set up can be found in Kilian (2009), Wang et al. (2014), and Lübbers & Posch (2016).\]
However, commodity prices seem to overreact on EROI shocks as its effect becomes significantly positive after two years and insignificant subsequently. Shocks in economic growth only show little to no significant effects on the GYCPI.

The most striking results of Figure 3 are the distinct negative responses of commodity prices to shocks in oil EROI values during the last period from 1977 to 2014. This period is characterized by strong economic growth (Figure 4) but lower average EROI values (Figure 2). We conclude, that also decreasing EROI values have a distinct and significant effect on commodity prices. Intuitively, the lower the EROI the less surplus energy is available and the more expansive are commodity prices.

In contrast, the effect of world GDP growth rates shocks on GYCPI is significantly positive. However, the impact of EROI and GDP on GYCPI appears to be of the same size. The time to recover from a shock in EROI and GDP growth rates is approximately 6 months. Over the entire period (1900 to 2014) shocks in the EROI of oil are more important for commodity price movements than shocks in GDP growth rates. Hence, changes on the supply side seem to be more relevant for commodity price movements than those on the demand side.

What is the explanatory ability of our main drivers’ shocks on commodity prices?

In order to examine the amount of information each variable contributes to the other variables in our VAR model, Table 2 summarizes the results of our Forecast Error Variance Decomposition (FEVD) at forecast horizons of one and five years. Between 1900 and 1937 real interest rate shocks account for more than half of the variation in commodity prices. This confirms the findings of Jeffrey A. Frankel (2006) who claims that low real interest rates lead to high real commodity prices, cf. Figure A3. EROI, risk, and GDP growth are less important for commodity prices within that time period. However, demand shocks and supply shocks both almost account for 10% of commodity price variations.

4. Monetary policies are adapted to changes in economic conditions. As suggested in Frankel (2006) and Akram (2009), changes in interest rates simultaneously affect commodity prices. Rising interest rates might reduce the demand for commodities and lead to falling commodity prices.

5. Finally, commodity prices are simultaneously affected by all other variables.
Figure 3 Responses of GYCPI to structural demand and supply shocks (source: own presentation).4

The graphs show the response of the Grilli-Yang index to a generalized one standard deviation innovation in the EROI of oil and world economic growth for different periods of time. The 95% confidence bands are based on 1000 Monte Carlo simulations.

4 The graphs show the response of the Grilli-Yang index to a generalized one standard deviation innovation in the EROI of oil and world economic growth for different periods of time. The 95% confidence bands are based on 1000 Monte Carlo simulations.
Commodity price fluctuations and the EROI of oil - How the availability of surplus energy affects non-fuel commodity prices

Figure 4 World total GDP compared to world energy consumption per person (data sources: British Petroleum, 2017 and United Nations population division).  

![Graph showing world total GDP compared to world energy consumption per person](image)

Table 2 Percentage contribution of fundamental factors to variations in the GYCPI.  

<table>
<thead>
<tr>
<th>Period</th>
<th>Average EROI</th>
<th>Forecast horizon [years]</th>
<th>EROI</th>
<th>Risk</th>
<th>GDP growth rate</th>
<th>Interest rate</th>
<th>Commodity prices (GYCPI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900 - 1937</td>
<td>32.8</td>
<td>1</td>
<td>9.2</td>
<td>1.0</td>
<td>0.5</td>
<td>58.6</td>
<td>30.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>9.8</td>
<td>5.4</td>
<td>10.4</td>
<td>49.9</td>
<td>24.5</td>
</tr>
<tr>
<td>1938 - 1976</td>
<td>40.0</td>
<td>1</td>
<td>27.7</td>
<td>9.4</td>
<td>0.2</td>
<td>0.0</td>
<td>62.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>30.7</td>
<td>11.0</td>
<td>10.3</td>
<td>1.2</td>
<td>46.7</td>
</tr>
<tr>
<td>1977- 2014</td>
<td>20.5</td>
<td>1</td>
<td>19.4</td>
<td>0.0</td>
<td>22.5</td>
<td>0.3</td>
<td>57.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>19.9</td>
<td>0.0</td>
<td>21.8</td>
<td>1.8</td>
<td>56.5</td>
</tr>
<tr>
<td>1900 - 2014</td>
<td>31.3</td>
<td>1</td>
<td>13.6</td>
<td>0.0</td>
<td>0.1</td>
<td>12.0</td>
<td>74.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>13.6</td>
<td>1.5</td>
<td>5.8</td>
<td>11.2</td>
<td>68.0</td>
</tr>
</tbody>
</table>

1 The world total GDP (black) values are expressed in the international Geary-Khamis 1990$ and energy consumption is given in tons of oil equivalent (toe) per person (grey).
2 This table compares the percentage contribution of different shocks to the Grilli-Yang index for various time periods and forecast horizons of one and five years.
fluential variable for commodity price varia-
tions since 1938 explaining more than 19% of commodity price fluctuations, our results also confirm Carter et al. (2011) mentioning the importance of supply and demand shocks for commodity price booms in 1974 and 2008. Our findings thus contradict the results of Alghalith (2010), Chang & Su (2010), and Lombardi et al. (2012) who do not find direct relations between fuel and commodity prices.

Empirically, we show that during the past 100 years, periods of low EROI have been correlated with higher commodity prices and vice versa (compare Figure 2). Commodity prices thus depend on the amount of surplus energy available to society. Nonetheless, during times of strong economic growth, the effect of EROI on commodity prices is slightly lower than in times of weaker economic growth (see Table 2 and Figure 2 and 3). Simultaneously considering GDP growth rates and EROI values of most im-
portant energy sources might thus help to esti-
mate the effect of a changing energy supply mix on long-term commodity price develop-
ments.

Model extensions – Comparing our price-
based EROI to estimations of EROI values in the literature, Court & Fizaine (2017) show that the price-based approach is consistent with the theoretical model in Dale et al. (2011) and follows the same trend as in Gagnon et al. (2009). To further assess the robustness of our findings we also tested the sensitivity of the price-based EROI and our results to changes in the monetary-return-on-investment (MROI) as suggested in Court & Fizaine (2017). Based on a document of the American Petroleum Institute (API 2016) quoting an average annual profit assumption of the entire US oil and gas industry between 5 and 15% we follow King & Hall (2011), King et al. (2015), and Court & Fizaine (2017) and also assume a constant MROI equal to 1.1. However, variations of the MROI did not significantly change the outcome of our results.

Over the five-year forecast horizon. During the second period (1938 to 1976), the most im-
portant variables are EROI (30.7%), risk (11%), and GDP growth rates (10.3%) which account for 52% of the variations in commodity prices. The importance of these variables reflects macroeconomic and political developments during these years. After WWII strong economic growth, increased manufacturing and transportation drove demand for fossil energy products (Hall et al. 2014) and raw commodi-
ties.

From 1977 to 2014 economic growth has surged (Figure 4). Our FEVD analysis reveals that GDP growth rates account for more variation in real commodity price changes (22.5%) than shocks in the energy availability (19.4%). Together, shocks in EROI and GDP growth rates almost account for more than 40% of the variati-
on in commodity prices. Interest rates and uncertainty of financial markets only play minor roles. Interestingly, the low impact of financial risk on commodity price fluctuations also suggests that financial markets are not important for long-run commodity price fluctuations. These findings are in line with parts of the literature examining the effect of financial speculation on commodity prices. While the correlation between commodity and equity returns surged during the financial crisis in 2008, Bruno et al. (2016) could not find a significant long-run correlation between those two markets.

Over the entire period (1900 to 2014) and in line with Frankel (2006) we find that real inter-
est rates play a dominant role for the fluctua-
tion of commodity prices. However, its effect was strongest during the beginning of the 20th century and became less important over the years. In accordance with Barsky & Kilian (2001) who argue that industrial commodity price increases in early 1970s were consistent with an economic boom driven by monetary expansion, our results show GDP growth rates to be im-
portant for commodity price variations only since the early 1970s. As EROI is the most in-
fluential variable for commodity price vari-
tions since 1938 explaining more than 19% of commodity price fluctuations, our results also confirm Carter et al. (2011) mentioning the importance of supply and demand shocks for commodity price booms in 1974 and 2008. Our findings thus contradict the results of Alghalith (2010), Chang & Su (2010), and Lombardi et al. (2012) who do not find direct relations between fuel and commodity prices.

Empirically, we show that during the past 100 years, periods of low EROI have been corre-
lated with higher commodity prices and vice versa (compare Figure 2). Commodity prices thus depend on the amount of surplus energy available to society. Nonetheless, during times of strong economic growth, the effect of EROI on commodity prices is slightly lower than in times of weaker economic growth (see Table 2 and Figure 2 and 3). Simultaneously considering GDP growth rates and EROI values of most im-
portant energy sources might thus help to esti-
mate the effect of a changing energy supply mix on long-term commodity price develop-
ments.

Model extensions – Comparing our price-
based EROI to estimations of EROI values in the literature, Court & Fizaine (2017) show that the price-based approach is consistent with the theoretical model in Dale et al. (2011) and follows the same trend as in Gagnon et al. (2009). To further assess the robustness of our findings we also tested the sensitivity of the price-based EROI and our results to changes in the monetary-return-on-investment (MROI) as suggested in Court & Fizaine (2017). Based on a document of the American Petroleum Institute (API 2016) quoting an average annual profit assumption of the entire US oil and gas industry between 5 and 15% we follow King & Hall (2011), King et al. (2015), and Court & Fizaine (2017) and also assume a constant MROI equal to 1.1. However, variations of the MROI did not significantly change the outcome of our results.

Over the five-year forecast horizon. During the second period (1938 to 1976), the most im-
portant variables are EROI (30.7%), risk (11%), and GDP growth rates (10.3%) which account for 52% of the variations in commodity prices. The importance of these variables reflects macroeconomic and political developments during these years. After WWII strong economic growth, increased manufacturing and transportation drove demand for fossil energy products (Hall et al. 2014) and raw commodi-
ties.

From 1977 to 2014 economic growth has surged (Figure 4). Our FEVD analysis reveals that GDP growth rates account for more variation in real commodity price changes (22.5%) than shocks in the energy availability (19.4%). Together, shocks in EROI and GDP growth rates almost account for more than 40% of the variati-
on in commodity prices. Interest rates and uncertainty of financial markets only play minor roles. Interestingly, the low impact of financial risk on commodity price fluctuations also suggests that financial markets are not important for long-run commodity price fluctuations. These findings are in line with parts of the literature examining the effect of financial speculation on commodity prices. While the correlation between commodity and equity returns surged during the financial crisis in 2008, Bruno et al. (2016) could not find a significant long-run correlation between those two markets.

Over the entire period (1900 to 2014) and in line with Frankel (2006) we find that real inter-
est rates play a dominant role for the fluctua-
tion of commodity prices. However, its effect was strongest during the beginning of the 20th century and became less important over the years. In accordance with Barsky & Kilian (2001) who argue that industrial commodity price increases in early 1970s were consistent with an economic boom driven by monetary expansion, our results show GDP growth rates to be im-
portant for commodity price variations only since the early 1970s. As EROI is the most in-
5 Outlook

As the most important finding of our paper is that a changing EROI of oil accounts for up to 30% of the variation of a commodity price index, we conclude that commodity prices depend on the amount of surplus energy available for society. Additionally, we show that over the past 100 years, periods of low EROI have been correlated with higher commodity prices and vice versa. While there are many factors driving economic growth and commodity prices, certainly, the availability of energy will be more and more crucial for future commodity price developments. Even though our paper focuses on oil, our results are an indicator for how future decreasing EROI values of renewable energies might fundamentally increase commodity prices. In the long run, this places special challenges not only for our society but also for energy- and commodity-intensive industries like the chemical industry. On this account, companies today need to fundamentally adapt future scenarios in order to transform business models and to lower dependence on energy and raw commodities. As an example, the adoption of new business practices like a circular economy would allow companies to develop strategies that increase its EROI and reduce its large demand for external sources of energy and raw materials.

Based on the idea of Hall et al. (2009) who focus on the question what a minimum EROI for sustainable societies is, future research may extend our results in this direction and focus on the question whether a critical EROI for stable commodity price developments exists.
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## Appendix

### Table A1: Data sources of commodity price series.

<table>
<thead>
<tr>
<th>Commodity</th>
<th>Description of price series</th>
<th>Data source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>London Metal Exchange (LME), unalloyed primary ingots, high grade, minimum 99.7% purity</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Banana</td>
<td>Central and South American, U.S. import price, free on truck (f.o.t.) gulf ports</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Beef</td>
<td>Australian and New Zealand 85% lean fores</td>
<td>IMF commodity price tables series PBEEF</td>
</tr>
<tr>
<td>Cocoa</td>
<td>International Cocoa Organization daily price, average of the first three positions on the terminal markets of New York and London, nearest three future trading months</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Coffee</td>
<td>International Coffee Organization, other mild Arabica</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Copper</td>
<td>LME grade A minimum 99.9935% purity, cathodes and wire bar shapes, settlement price</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Cotton</td>
<td>Cotton Outlook A Index, middling 1 3/32 inch staple, Europe cost, insurance, and freight (c.i.f.)</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Hides</td>
<td>Heavy native steers, over 53 pounds</td>
<td>IMF commodity price tables series PHIDE</td>
</tr>
<tr>
<td>Jute</td>
<td>Raw white D, free on board (f.o.b.) Chittagong</td>
<td>World Bank and quoted on the Pink Sheets and FAO</td>
</tr>
<tr>
<td>Lamb</td>
<td>New Zealand, frozen whole carcasses, wholesale price, London</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Lead</td>
<td>LME refined, 99.97% purity, settlement price</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Maize</td>
<td>U.S. No.2 yellow, f.o.b. gulf port</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
<tr>
<td>Palm oil</td>
<td>5% bulk, Malaysian, c.i.f. NW Europe</td>
<td>World Bank Development Prospects Group’s primary commodity price database</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Item</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice</td>
<td>Thai 5%, milled, indicative price based on weekly surveys of export transactions, government standard, f.o.b. Bangkok</td>
</tr>
<tr>
<td>Rubber</td>
<td>RSS no.1 Rubber Traders Association spot New York</td>
</tr>
<tr>
<td>Silver</td>
<td>Handy &amp; Harman 99.9% New York</td>
</tr>
<tr>
<td>Sugar</td>
<td>International Sugar Agreement daily price, raw, f.o.b. and stowed at greater Caribbean ports</td>
</tr>
<tr>
<td>Tea</td>
<td>Three-auction average (Kolkata, Colombo, Mombasa)</td>
</tr>
<tr>
<td>Timber</td>
<td>UK import unit values, SITC Rev.2 series 2482 (sawn wood, coniferous species)</td>
</tr>
<tr>
<td>Tin</td>
<td>LME 99.85% purity, settlement price</td>
</tr>
<tr>
<td>Tobacco</td>
<td>U.S. import unit values, unmanufactured leaves</td>
</tr>
<tr>
<td>Wheat</td>
<td>No.1 Canadian western red spring, in store, St. Lawrence, export price</td>
</tr>
<tr>
<td>Wool</td>
<td>wool, coarse, 23 micron, Australian Wool Exchange spot quote</td>
</tr>
<tr>
<td>Zinc</td>
<td>LME, special high grade, minimum 99.995% purity, weekly average bid/asked price, official morning session</td>
</tr>
</tbody>
</table>

Table A2: Data sources of the EROI of oil.

<table>
<thead>
<tr>
<th>Item</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>World primary energy production</td>
<td>(TheShiftProject 2015), built on (Etemad &amp; Luciani 1991) and (EIA 2014) (Smil 2016)</td>
</tr>
<tr>
<td>Coal, oil, gas, nuclear, hydro, other renewables</td>
<td></td>
</tr>
<tr>
<td>Biofuels (wood fuel, crop residues, modern biofuels)</td>
<td></td>
</tr>
<tr>
<td>Oil prices</td>
<td>(BritishPetroleum 2017)</td>
</tr>
<tr>
<td>CPI US</td>
<td>(Williamson 2017b)</td>
</tr>
<tr>
<td>MROI, long-term interest rate (US LTIR)</td>
<td>(Officer 2017)</td>
</tr>
</tbody>
</table>
The graphs show the response of the GYCPI to a generalized one standard deviation innovation in real interest rates and risk for different periods of time. Also shown are the 95% confidence bands based on 1000 Monte Carlo simulations.